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Abstract—In this work, we propose to predict four items from
the UCLA loneliness scale using subject self-report scores. Using
subjective self-reporting, over 14 days, for positive and negative
affect, and depression and anxiety we evaluate both subject
dependent (personalized) and subject independent experimental
design. We evaluate four approaches for prediction, namely
random forest, support vector machine, k-nearest neighbor, and
logistic regression. We find that the features (self-report) are
relatively stable across all four approaches. Along with each
individual self-report feature, we also evaluate the fusion of all
features where they are concatenated into one feature vector.
Through our experimental design, we show that UCLA loneliness
items can be predicted, and that the fusion of features (positive
and negative affect, and depression and anxiety) is the most
encouraging way to do this prediction. We also show that the
number of days, used for prediction, has a noticeable impact on
the results and that personalization helps with prediction.

Index Terms—Iloneliness, affect, machine learning

I. INTRODUCTION

Have you ever noticed a kid crying at the entrance of school
because they feel like they don’t belong? Do they feel lonely
at school? “After a long tiring day, I wish I had someone
whom I can just talk to!”, ever heard anyone saying something
similar? Do they feel lonely? Have you ever heard an elderly
person say, “I wish I had someone to take care of me?” Do
they feel lonely? From a child to an elderly person, anyone
can experience loneliness, as up to 2/3 of Americans suffer
from moderate to severe loneliness [1]. Loneliness is defined
as a negative experience, that is subjective, resulting from
inadequate connections with people that are meaningful [2].
Considering this, there are many reasons why loneliness can
occur. For example, it has been shown that low self-esteem is
a cause of loneliness [3]. During COVID-19, a study showed
that cases of loneliness increased due to the inability to see
loved ones from health-related concerns [4]. Interestingly, it
has also been shown that there are cases where loneliness
scores decreased or did not change during COVID-19, except
in cases where the person experienced a de-escalation in a
romantic relationship (e.g., divorce) [5]. It has also been shown
that children that have trouble communicating are at risk for
chronic loneliness [6], as well as children that have been
maltreated [7].

Loneliness also has many negative outcomes resulting from
experiencing it. Adolescents that report loneliness are at risk
for mental and physical health problems, as well as encoun-
tering difficulties in education and employment [8]. Multiple
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studies have shown that social isolation and loneliness can
result in all-cause mortality (death by any cause) in older
adults [9], [10]. In adults with Autism Spectrum Disorder, it
has been shown that increased loneliness can result in anxiety,
depression, and suicidal thoughts [11]. Associations have also
been found between psychiatric symptoms and loneliness
in children [12]. Due to the many negative outcomes from
loneliness, it has also been shown that there are many ways
that people cope with their loneliness. Consumption is often a
way that this is done. For example, consuming products that
bring up feelings of nostalgia can restore feelings of belonging
and decrease the feeling of loneliness [13]. While social media
has been shown to cause loneliness due to both envy and
admiration [14], digital technologies have also been used to
help people cope with loneliness [15]. People also turn to
religious worship or leaders to help cope with loneliness [16].
Other ways to cope with loneliness include music [17], staying
active [18], and leisure activities [19].

As loneliness is considered a major public health issue [20],
it is important to assess and recognize signs of loneliness
[21]. Considering this, we propose to predict four items from
the UCLA loneliness scale [22]. More specifically, we train
four machine learning classifiers (k-nearest neighbor, logistic
regression, random forest, and support vector machine) on sub-
ject self-reports of positive affect (PA), negative affect (NA),
and depression and anxiety (DEP & ANX). We find that these
subjective self-reported features are relatively stable across
the four evaluated classifiers, showing encouraging results for
each. To evaluate the proposed approach, we developed the
following hypotheses to test:

1) H1: Loneliness can be predicted using subject self-
report over multiple days.

2) H2: The number of days, used for prediction, will have
an impact on overall predictions.

3) H3: Personalization is needed to accurately predict
loneliness.

In testing these hypotheses we answer questions such as which
set of features (self-report) are best for prediction and do these
features generalize across subjects? Overall, the contributions
of our work are 3-fold and can be summarized as follows.

1) Subject self-reports are used to predict loneliness on a
future day.



2) Subject-dependent vs. independent evaluations are con-
ducted.

3) Impact of the total number of days, used for prediction,
is evaluated.

The rest of the paper is organized as follows. Section II
gives an overview of related research in the area. Section
III-B details the proposed approach, and Sections III and IV
detail the experimental design and results, respectively. Finally,
Section V gives a discussion on the findings of this work, some
limitations, and future work.

II. RELATED WORKS

In recent years, research has been conducted on using
machine learning for classification and sensing of loneliness.
Doryab et al. [23] found that data collected from smartphones
and fitbit watches were able to classify levels of loneliness.
They showed that these passive sensing technologies are
encouraging for college students to detect loneliness and to
learn the associated behavior patterns that cause it. Pulekar
et al. [24] also used smartphone data that was collected over
two weeks. They showed that the big five personality traits
[25] are strongly correlated with smartphone loneliness. Using
smartphone interaction along with communication features
they were able to classify ranges of loneliness. Site et al.
[26] used wearble sensors that collected GPS data to learn
the relationship between loneliness and the mobility patterns
of elderly subjects. They collected indoor and outdoor data
and found that the average time spent in these scenarios are
important characteristics for analyzing a subject’s mobility.
Using various machine-learning classifiers (e.g., XGBoost),
they found that data collected indoors was better suited for
classification, compared to outdoors. Badal et al. [27] used
NLP to evaluate sentiment, in interviews from elderly subjects,
to classify loneliness. They found that the subjects that were
lonely had longer responses with greater expression of sadness.

Along with classifying loneliness, there are other interesting
works that investigate other mental health concerns. Asif et
al. [28] used EEG signals to classify stress in response to
music. They found that different music tracks have a noticeable
difference in reduction of stress (e.g., English vs. Urdu tracks).
Arif et al. [29] conducted an extensive review on machine
learning and classification of anxiety. They found that while
there is a lot of work that still needs to be done, this type of
classification (e.g., mental health concerns) can help improve
health and result in better decision making. Gao et al. [30] used
brain scans (MRI) to classify major depressive order (MDD).
They found that while results are encouraging, it is difficult to
reproduce other results in this area. They conclude that while
there are challenges, there is huge potential to use this type
of data for MDD. While these works do not directly classify
loneliness there is a correlation between these mental health
concerns and loneliness [31]. Jannat et al. [32] investigated
developmental disorders. More specifically, they showed that
self-report along with demographic data can be used to classify
autism spectrum disorder. They showed that this data is stable
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Fig. 1: Age range distribution of evaluated dataset [33].

across children, adolescents, and adults. This work motivates
our use of self-report data for classification.

We extend the state of the art in the following ways: 1) to the
best of our knowledge, this is the first work to use subject-
self report that includes positive and negative affect, along
with depression and anxiety scores for predicting loneliness;
2) we show that when predicting loneliness, the total number
of days can have significant impact on the results; and 3)
we show that personalized machine-learning has an overall
positive impact on results, compared to subject-independent
prediction of loneliness.

III. PROPOSED APPROACH & EXPERIMENTAL DESIGN
A. Dataset

To test our hypothesis that loneliness can be predicted from
subject self-report, we made use of the Social Interactions
Dataset [33]. This dataset includes loneliness scores and
subject self-report. More specifically, it contains 269 subjects
(79.2% female, 19.0% male, 1.9% other) with an age range
of [18, 73] (See Fig. 1 for age range distribution). The dataset
contains measures that include depression and social anxiety
symptoms, as well as daily measures that include, but are not
limited to, four UCLA loneliness items, time spent socializing,
and interaction type. For our experiments we make use of
the daily measures including the four UCLA loneliness items,
daily measures of positive and negative affect, and depression
and anxiety scores, which were each rated on a 5-point Likert
scale (e.g., 1=not at all; S=extremely). Positive affect includes
joyful, relaxed, enthusiastic, and content. Negative affect in-
cludes irritable, angry, sluggish, and sad. The loneliness items
were drawn from the UCLA loneliness scale [22], and changed
to reflect loneliness:

Item 1 (Lone 2): Today, I felt lonely.

Item 2 (Lone 3): Today, I felt that I lacked companionship.

Item 3 (Lone 4): Today, I felt left out.

Item 4 (Lone 5): Today, I felt isolated from others.

1) Pre-processing: We also performed the following pre-
processing on this data. 1) If any of the entries in the selected
measures were missing, then we discarded data for that day;
2) If a subject participated for less than 3 days, they were
excluded. This was done to ensure at least 2 data points in the
training data; 3) If the Loneliness score for the selected item



didn’t change over any of the days, the subject was excluded;
and 4) If the output class, we attempt to predict for, doesn’t
exist in the training set then that data is discarded as well.

B. Proposed Method

As detailed in Section III-A, we evaluated subject self-
reported scores from PA, NA, and depression and anxiety.
Given this data, we investigate predicting loneliness scores of
Nth (N is in the range [3,14] days) day given N — 1 days
of training data. For each feature, we create the following

feature vectors Py = [di, ... digye oy diyy ey diy,],s
Na = J[diy,..o\digse o diys.r. dy,], and Dy =
[di,,diy, .. di,,dg,]. Here, d is the self-report for the

day, 7; is the first day of training data, and k; is the last day,
where j is the j feature in the range [1,5]. For example,
when N =5, i =4, k=4, P4 has a length of 16(4 features
x4 days. Along with these three feature vectors, we also
concatenate them together to create the new feature vector
ALL = [Pa, N4, D4]. This is done to test the fusion of all
features (Fig. 2). Each of these feature vectors are then used
as input to train a machine-learning classifier for predicting
the N** day. More specifically, we evaluate the following
four classifiers: 1) random forest 2) support vector machine;
3) logistic regression; and 4) k-nearest neighbor.

We treated our experiments as a 5-class classification prob-
lem, where separate models were built for each loneliness
item. More specifically, there were four models for each
experiment we ran, each corresponding to one of the four
loneliness items. The output for each model was a prediction
for the N** day, where each class was one of the 5-point
Likert scale scores for the day. We refer the reader to Section
III-A for more details on the UCLA loneliness items and their
scale. In total there were 16 (4 x 4) different models for each
experiment - one for each loneliness item (four total) and four
feature vectors (P4, N, D4, and ALL). We use this proposed
approach to conduct four different experiments. Three of
them are for subject-dependent (personalization), and one
for person-independent (generalization). These experiments
were done to evaluate if personalization is needed or if a
generalized approach toward loneliness prediction is useful.
These experiments are detailed in the following sub-sections.

C. Person-Dependent & -Independent Experiments

We conducted person-dependent and person-independent
experiments. In total there are three experiments for the
person-dependent experiments. Here, each model only con-
tained data from one subject (i.e., training and testing was
personalized per subject). We conduct one person-independent
experiment (Leave-on-subject-out) to test the generalization of
using self-report for predicting loneliness. Experiments 1 — 3
below are person-dependent, and experiment 4 is subject-
independent.

1) Experiment 1: All-in: We refer to this experiment as
All-in because all available training data was used for each
subject. The experimental goal of the all-in experiment was to
effectively predict the loneliness score for the N*" day using
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Fig. 2: Overview of experimental design. Data Selection refers
to subject dependent vs. independent data. PA, NA, and
depression and anxiety features are concatenated and used an
input for training. The output is one of five classes - score
([1,5]) from UCLA loneliness item. NOTE: This figure shows
the concatenation of all features, however, we also evaluate
PA, NA, and depression and anxiety features separately.

the data from N —1 days where N represents the total number
of days of participation for the attempted subject. For example,
if a subject participated for all 14 days (N = 14), then the
training data consists of 13 (N —1 = 13) days of self-reported
scores, and the 14" day was predicted.

2) Experiment 2: All Combinations: All the possible com-
binations of N are used, and not just the total number of days
that a subject participated. In this experiment, if a subject
participated for all 14 days (N = 14), then there will be
multiple training/prediction runs for each model. More specif-
ically, we tested all possible combinations of /N in the range
[3,14]. Here, the day that was predicted was not necessarily
consecutive. For example (with N = 14), we can train on
2 days (e.g., the first two days) of data and test on the 3"
through 14" day. This was done for all possible combinations
of days (i.e., training on number of days between [2,13]) and
prediction days. While the day that was predicted may not be
consecutive, we ensure that the predicted day occurs after the
days in the training data.

3) Experiment 3: Sliding Window: Here, we used a sliding
window, over the days, with a step size of one where the
day that was used for prediction was a consecutive day after
the training days. For example, again given N = 14 we
trained on the 1% two days of data, then predicted the 37,
we then trained on the 2"¢ two days of data and predicted
the 4", This was also done for [2,13] days of training data,
where the next consecutive day was predicted. The main
difference between this experiment and All Combinations is,
here, only consecutive days are used for prediction, where All
Combinations will also predict non-consecutive days.

4) Experiment 4: Leave-one-subject-out (LOSO): Leave-
one-subject-out (LOSO) has the same experimtnal setup as
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Fig. 3: Average SVM all combinations accuracies across all subjects for predictions of loneliness on each day. Key: Blue:

Depression and anxiety; Red: Negative Affect (NA);
viewed in color.
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Fig. 4: Average SVM sliding window accuracies across all subjects for predictions of loneliness on each day. Key: Blue:

Depression and anxiety; Red: Negative Affect (NA);
viewed in color.

TABLE I: Average evaluation metrics for each experiment for
support vector machine. Higher is better for all metrics.

Experiment Accuracy | Fl-micro | Fl-macro | MCC
All-in 0.58 0.58 0.48 0.35

All combinations 0.61 0.61 0.53 0.42
Sliding Window 0.6 0.6 0.53 0.41
LOSO 0.48 0.48 0.26 0.06

our All-in experiment (experiment 1) in the person-dependent
design. We still predict the loneliness score for the N** day
using data from the N — 1 days as training. The difference
between the two experiments is that, here, given M total
subjects, M — 1 are used for training data and the M*" subject
is used for testing. This is done with all subjects used as
testing where we ensure the same subject does not appear
in both training and testing. It is important to note that we
only performed this subject-independent experiment, as there
was too much variance in the number of days that subjects
reported for. This resulted in the inability to accurately sync
up the windows across all subjects for all combinations and
sliding window

IV. RESULTS

A. Person-Dependent Experiments (Personalization)

To evaluate our results, we calculated accuracy, F1-micro,
F1-macro, and MCC for each of the classifiers. The results
for support vector machine (SVM), random forest, KNN, and

; . NOTE: Best

TABLE II: Average evaluation metrics for each experiment for
random forest. Higher is better for all metrics.

Experiment Accuracy | Fl-micro | Fl-macro | MCC
All-in 0.56 0.56 0.47 0.33
All combinations 0.6 0.6 0.54 0.41
Sliding Window 0.59 0.59 0.53 0.4
LOSO 0.46 0.46 0.29 0.11

linear regression can be seen in Tables I-IV. For SVM, as
can be seen in Table I, for person-dependent experiments, All
Combinations and Sliding Window experiments had similar
average results across all metrics. All combinations had 0.61
average accuracy and sliding window had 0.6, same for F1-
micro, they both had 0.53 for Fl-macro, and 0.42 and 0.41
for MCC. Both of these experiments having similar average
results makes sense as they are similar experiments in nature.
The main difference is Sliding Window predicts consecutive
days, whereas All Combinations allows for prediction of non-
consecutive days. Similar trends can be seen for the other
classifiers as well (Tables II - IV). The differences in these
experiments (e.g., SVM) can be seen when you look at
predictions for individual days (Figs. 3 and 4).

From these figures, it can be seen that there are similar
trends in the graphs, however, there are some interesting
differences in some of the individual days, as well as the
different features. For example, for loneliness item 4 (lone
5) it can be seen that there is a larger spike in accuracy



(a) All-in Lone 2 (b) All-in Lone 3

(c) All-in Lone 4 (d) All-in Lone 5

Fig. 5: Average SVM all-in accuracies across all subjects for predictions of loneliness on each day. Key: Blue: Depression and
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Fig. 6: Average SVM leave-one-subject-out (LOSO) accuracies across all subjects for predictions of loneliness on each day.
Key: Blue: Depression and anxiety; Red: Negative Affect (NA); ;

NOTE: Best viewed in color.

TABLE III: Average evaluation metrics for each experiment
for k-nearest neighbor. Higher is better for all metrics.

Experiment Accuracy | Fl-micro | Fl-macro | MCC
All-in 0.56 0.56 0.47 0.34

All combinations 0.56 0.56 0.51 0.37
Sliding Window 0.55 0.55 0.5 0.36
LOSO 0.41 0.41 0.29 0.09

when using four days of training data compared to three days
when the sliding window is used. For the sliding window,
with three days of training data, the max accuracy is 0.55 and
with four days of training data, the max is 0.625. With all
combinations, the max is 0.53 for three days of training data
and 0.6 for four days of training data (See Figs. 3d and 4d all
combinations and sliding window loneliness item 4). When
looking at the individual days, it can also be seen that we
are able to predict loneliness with reasonable accuracy. For
both all combinations and sliding window, an accuracy of 0.7
and 0.725 were obtained, respectively. This was done using
13 days of training data for UCLA loneliness item 3 (Lone 4
- Figs. 3c and 4c).

For the SVM person-dependent experiment, All-in, evalu-
ation metrics were lower than the average evaluation metrics
for combinations and sliding window, however, they are close.
All-in achieved 0.58 for accuracy and Fl-micro, and 0.48
and 0.35 for Fl-macro and MCC, respectively. As can be
seen in Table I, this is a difference of < 0.07 across all
evaluation metrics. Again, similar trends can be seen in the
other classifiers as well (Tables II - IV). While the average
evaluation metrics are similar, there is a large difference in

the individual days, as can be seen in Fig. 5. This difference
occurs between days, and different feature sets. For example,
in the all-in experiment, an accuracy of 1.0 was achieved for
multiple days and multiple feature types. For loneliness item
1 (Fig. 5a), this accuracy was obtained using the P, feature
vector with two days of training data, and the D, feature
vector using three days of training data. For loneliness item 2
(Fig. 5b), it was obtained using ALL with two and four days
of training data. Similar results were found for loneliness items
3 (Fig. 5¢) and 4 (Fig. 5d). For loneliness item 3, an accuracy
of 1.0 was obtained using training data that ranges from [2, 7]
days, using P4 and ALL feature vectors. For loneliness item
4 (lone 5) an accuracy of 1.0 was achieved using five and 6
days of training data, using the N, feature vector. There is
also a larger range between the min and max accuracies for
all-in and Leave-One-Sample-Out. For all-in, the min accuracy
is 0.0, with two days of training data using the D4 feature
vector and the max accuracy is 1.0. The max accuracy was
obtained from all of the feature vectors across different days.
This contrasts with all combinations and sliding window where
the min and max accuracies were [0.575,0.7] and [0.5,0.725]
for all combinations and sliding window, respectively.

These results support our hypotheses that loneliness can
be predicted using subject self-report and that the number
of training days used will have an impact on the prediction.
More specifically, we have shown that it is possible to predict
UCLA loneliness scores on the N** day using using subject
self-report training data from N — 1 days. Also, by varying



TABLE IV: Average evaluation metrics for each experiment
for linear regression. Higher is better for all metrics.

Experiment Accuracy | Fl-micro | Fl-macro | MCC
All-in 0.59 0.59 0.49 0.37

All combinations 0.61 0.61 0.54 0.42
Sliding Window 0.6 0.6 0.53 0.42
LOSO 0.47 0.47 0.28 0.09

TABLE V: Feature vector with highest and lowest accuracies
for each experiment (across all four classifiers) and UCLA
Loneliness scale. DEP & ANX=Depression and Anxiety;
PA=Positive Affect; NA=Negative Affect; ALL=AIl Features
(PA, NA, and DEP & ANX).

Experiment | UCLA Loneliness | Highest Acc Lowest ACC
1 NA DEP & ANX
AlLL 2 ALL DEP & ANX
- 3 DEP & ANX PA
4 ALL NA
1 ALL PA
2 ALL PA
All-Comb 3 DEP & ANX PA
4 ALL PA
1 ALL PA
Sliding 2 ALL PA
Window 3 DEP & ANX PA
4 ALL PA
1 NA PA
2 ALL NA
LOSO 3 DEP & ANX PA
4 NA PA

the number of days of training data, we see large variations
in the reported evaluation metrics. To further evaluate these
hypotheses, we investigate two complementary questions. 1)
Which feature set is best in predicting daily loneliness? and 2)
Which feature vector is worst in predicting daily loneliness?
To answer the first question, we summed up the per-model
accuracies obtained from each feature vector while predicting
each loneliness item. We then evaluated the feature set with
the maximum accuracy. For instance: Which of the feature
vectors was most accurate in predicting UCLA Loneliness
item 1? (Today, I felt lonely). This process was done for
each experiment, with results being detailed in Table V (37
column). Across all the experimental setups, ALL (fusion
of P4, Na, and D4) was the most accurate, and D, was
always the most accurate in predicting UCLA Loneliness item
3 (Today, I felt isolated). ALL having some of the highest
accuracies across all experiments can be explained, in part,
by the fusion of features resulting in improved performance
[34]. We also computed the total number of days (IN) that
resulted in both the lowest and highest accuracies across
each experiment. As can be seen in Fig. 7, there is a lot of
variance across each experiment. In the majority of models (12
out of 16), when more training data was available, a higher
accuracy was achieved. For example, for the sliding window
experiment (Fig. 7b), loneliness items 1 and 4 obtained the
highest accuracies with 11 days of training data, and item 3
obtained the highest accuracy with 12 days of training data.
To answer the second question (which features are worst),
we repeated a similar process, but instead we computed the
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Fig. 7: Total number of days with lowest and highest accura-
cies for each UCLA loneliness item, across all classifiers. Key:
Blue: Highest Accuracy; . NOTE:
Best viewed in color.

feature vectors with the minimum average sum. As can be
seen in Table V (4" column), P4 was often the least accurate
feature vector having the lowest accuracies on 12 out of 16
models. The models where P, were not the least accurate,
were all-in for loneliness items 1, 2, and 4, with the D g4
feature vector for items 1 and 2, and the N4 feature vector
for item 4. We also computed the total number of days that
resulted in the lowest accuracies for each experiment (Fig. 7).
Overall 4 out of 16 models resulted in a overall lower accuracy
when more training data was available. For example, in all
combinations (Fig. 7a) the highest accuracy, for items 1 and
2, were obtained with two days of training data. Conversely,
the lowest accuracies were obtained with 12 and 13 days of
training data for items 1 and 2, respectively. This could be
explained, in part, by short-term changes, that can occur, in
how lonely people feel [35].

B. Person-Independent Experiments (Generalization)

We have shown that subject self-report can predict loneli-
ness (H1) and that different training days can impact the pre-
dictions (H2). We also want to test our third hypothesis (H3)
that personalization is needed to accurately predict loneliness.
To do this, we conducted a leave-one-subject-out experiment
(experiment 4). The average evaluation metrics were much
lower compared to the person-dependent experiments. As this
experiment was conducted the same as the all-in person-
dependent experiment, comparisons with this experiment are
most useful. As can be seen in Table I, the average evaluation
metrics (SVM) were 0.1, 0.1, 0.22, and 0.29 lower, for LOSO,
for accuracy, Fl-micro, Fl-macro, and MCC respectively.
Similar trends, for LOSO, can be seen across the other
classifiers as well (Tables II - IV). Also, as seen in Table V, the
highest accuracies for each LOSO model had more variation in
which feature vector gave the highest accuracy. For example,
in the person-dependent experiments, the ALL feature vector
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resulted in the highest accuracy for loneliness item 4, however,
in the LOSO experiment N 4 resulted in the highest accuracy.
Also, as can be seen in Figs. 6 and 7d, a lower number of days
for training data, compared to person-dependent experiments,
generally resulted in higher accuracy. For example, loneliness
item 1 had the highest accuracy with four days of training data
and item 2 had the highest accuracy with three days of training
data. Conversely, all-in (Fig. 7c), had the highest accuracies
for items 1 and 2 with 6 days of training data for both. These
results suggest that there is more variance across subject self-
reporting, which makes generalization a much more difficult
problem. This also supports hypothesis H3 that personalization
matters when predicting loneliness.

V. DISCUSSION

We presented an approach to predicting UCLA loneliness
item scores from self-report. We evaluated a random forest,
support vector machine, linear regression, and k-nearest neigh-
bor for prediction. We showed that the self-report features
are relatively stable across these classifiers and that our three
hypotheses hold true. Namely, H1: loneliness can be predicted
using subject self-report; H2: the number of days, used for
prediction, will have an impact on the overall prediction; and
H3: personalization is needed to accurately predict loneliness.
For H3, we further discuss this in Section V-A.

There are also some interesting results that warrant further
discussion. Overall, the results show that the Positive Affect
(PA) was the least accurate feature set in predicting loneliness.
This supports the notion of the negative correlation between
Positive Affect and loneliness [36]. Interestingly, despite Neg-
ative Affect (NA) being positively correlated with loneliness
[36], we find out that in some instances NA was actually the
least accurate in predicting loneliness. This occurred in the all-
in experiment for loneliness item 4, and the LOSO experiment

for item 2. This could be explained, in part, by loneliness being
a complex psychological state [37] during which a person
feels bad but does not necessarily feel the specific emotions
measured in the NA sub-scale (e.g., irritable). This could cause
the model to inaccurately predict loneliness.

A. Does Personalization Really Matter?

To further weigh the personalization with generalization, we
computed the confusion matrices for each experimental setting
(Fig. 8). As can be seen in the figures, the person-dependent
experiments show a higher accuracies for each individual item.
More specifically, it can also be seen that when the model was
incorrect, the item was often predicted as a loneliness item
that was close to the ground truth. For example, in the all-in
experiment loneliness item 1 was correctly predicted with an
accuracy of 0.72, and the next most predicted class for this
was item 2 with an accuracy of 0.17. A similar trend can be
seen in all person-dependent confusion matrices. Conversely,
this trend does not occur in the person-independent experiment
(LOSO). As can be seen in Fig. 8d, the majority of items
more often predicted item 1 as the correct item. This resulted
in items 2-4 predicting item 1 more often than the correct
prediction. This could potentially be explained by subjective
self-report bias [38], and an imbalance in the data where item
1 was approximately 45% of the classes. This suggests that
the person-dependent experiments are able to help mitigate the
class imbalance and overall variance in the data. This supports
the notion of loneliness being a “subjective” feeling and the
need to take this into account by using subject-dependent
modeling [39]. Finally, these results further strengthen our
hypothesis H3, suggesting that personalization does matter and
is ultimately needed to accurately predict loneliness.

B. Limitations and Future Work

While we are encouraged by this work there are two main
limitations of this work. First, only one dataset was used
and it is imbalanced. It was imbalanced in several ways: 1)
Missing day entries in several participants. Only 30% of all
the participants, participated for 14 days. Followed by 16%
for 13 days, 12% for 12 days, 11% for 11 days, and 31%
distributed almost equally between all the days less than 11
days; and 2) there was class imbalance in the loneliness scores
across all items: UCLA score 1 = 45% of the data; UCLA
score 2 = 24%; UCLA score 3 = 14%; UCLA score 4=
9%; and UCLA score 5 = 6% of the data. This shows that
class 1 dominated the data which is further evident in the
person-independent experimental results. This limitation can
be potentially addressed in future work using SMOTE [40]
to synthesize new data, as well as collecting more balanced
datasets. Second, we only used self-report data as our features.
Although we have shown encouraging results with this data,
other modalities can be used. This includes audio, video,
and physiological signals. This can add to the personalization
aspect and further strengthen our models and provide some
useful insight. Other multidisciplinary factors like personality



traits, age, and sex could be used to strengthen the notion of
personalization [41], and the overall impact of this work.

ETHICAL IMPACT STATEMENT

The work presented in this paper can help people in
assessing signs of loneliness, however, there are some ethical
considerations with the proposed work that should be taken
into account. First, data privacy is a concern. While we are
not using modalities that are largely used to identify subjects
(e.g., face images), the features are self-reported values of their
daily affect. As such, the data needs to be kept safe and all
precautions taken to make sure subjects are not identifiable.
Second, as we have shown personalization is important for
predicting loneliness, this suggests that the prediction does not
generalize well to unseen subjects. Considering this, caution
should be taken when using the proposed approach on new
subjects. Third, while the proposed approach is intended to
help people, we need to be careful of any negative applications
of the proposed approach. For example, the predictions should
be used by a professional to help assess and recognize signs
of loneliness, as there can be social stigmas associate with
loneliness [42]. Finally, data bias is an ethical concern when
using human data. In this case, the imbalance largely came
from the number of instance of each class (UCLA loneliness
score). With this imbalance, the models could potentially favor
scores with more instances (i.e., majority class). This could
cause inaccurate predictions, which could lead to unwanted
outcomes for those using the approach.
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